
November 5th, 2009 

MAT240: Abstract Linear Algebra Lecture 

Let 𝐴 ∈ 𝑀𝑚𝑥𝑛  be a matrix. Let 𝑇𝐴  be the linear transformation 𝑇𝐴: 𝐹𝑛 → 𝐹𝑚  given by: 

𝑣 ∈ 𝐹𝑛 = 𝑀𝑛𝑥 1 → 𝐴 ∗ 𝑣 ∈ 𝑀𝑚𝑥 1 = 𝐹𝑚  

Question: What is [𝑇𝐴]𝑒𝑖
𝑒𝑗

? 

 [𝑇𝐴]𝑒𝑖
𝑒𝑗

= [ 𝑇𝐴 𝑒1  𝑒𝑗 …  𝑇𝐴 𝑒𝑛  𝑒𝑗 ] 

 𝑇𝐴(𝑒𝑖) =  

𝑎11 … 𝑎1𝑛

… 𝐴 …
𝑎𝑚1 … 𝑎𝑚𝑥𝑛

 ∗  
1
0
…

 =  

𝑎11

…
𝑎𝑚1

   

 𝑇𝐴(𝑒𝑖) =  𝑐1 … 𝑐𝑛  ∗  
0
…
1
 =  𝑐𝑛   

 𝑇𝐴(𝑒𝑖) = 𝑐𝑗  in general 

Answer: A 

Another way of seeing [𝑇]𝛽
𝛾

: 

 

𝑽 𝑇  𝑾
↓ 𝑃 (𝑠𝑦𝑠𝑡𝑒𝑚 𝑖𝑠 𝑐𝑜𝑚𝑚𝑢𝑡𝑎𝑡𝑖𝑣𝑒) ↓ 𝑄

𝑭𝒏 𝑆 = [𝑄 𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇 𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑃−1]                                                                        𝑭𝒎

 

Proof of Question: 

 Need to check that: 

𝑇𝐴 𝑒𝑗  = 𝑆(𝑒𝑗 ) 

LHS 𝑇𝐴 𝑒𝑗  = 𝐴𝑒𝑗 = [𝑇]𝛽
𝛾
 𝑒𝑗  = 𝑗𝑡ℎ 𝑐𝑜𝑙𝑢𝑚 𝑜𝑓 [𝑇]𝛽

𝛾
=  𝑇(𝑣𝑗 ) 𝛾

 

RHS 𝑆 𝑒𝑗  = 𝑒𝑗 → 𝑣𝑗 → 𝑇(𝑣𝑗 ) →  𝑇(𝑣𝑗 ) 𝛾
 

Note: LHS and RHS are equal. This suffices to prove  𝑇𝐴 𝑒𝑗  = 𝑆 𝑒𝑗      ∎  

Main Topic for Today: 

𝑐 ∈ 𝐹    𝐴, 𝐵 ∈ 𝑀𝑚𝑥𝑛 → 𝐴 + 𝐵, 𝑐𝐴, 𝐴𝐵 

𝑐 ∈ 𝐹    𝑇, 𝑆 𝑎𝑟𝑒 𝑙𝑖𝑛𝑒𝑎𝑟 𝑡𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝑠 → 𝑇 + 𝑆, 𝑐𝑇, 𝑇 𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑆 

Note: The above two statements are equivalent with regards to the corresponding operations. 



The Good and the Bad of Matrix Multiplication: 

Good Bad 

1. 𝐴 + 𝐵 = 𝐵 + 𝐴  
    𝐴 +  𝐵 + 𝐶 =  𝐴 + 𝐵 + 𝐶 
    𝑀𝑚𝑥𝑛  is a V.S. 
    𝐿(𝑉, 𝑊) is a V.S. 

1. 𝐴 + 𝐵 is defined only if dimensions match 

2.  𝐴𝐵 𝐶 = 𝐴(𝐵𝐶) (when it makes sense) 
     ↔  (𝑇𝐴  𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐵) 𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐶   
           = 𝑇𝐴  𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐵  (𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐶) 
     Composition is always associative! 

2. 𝐴𝐵 is defined only when: 
     # 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑜𝑓 𝐴 = (# 𝑟𝑜𝑤𝑠 𝑜𝑓 𝐵) 

3. 𝐴−1 ∃ sometimes. 3. 𝐴 ≠ 0 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑖𝑚𝑝𝑙𝑦 ∃ 𝐴−1 
     𝐴𝐵 ≠ 𝐵𝐴 

4.  𝐴 + 𝐵 𝐶 = 𝐴𝐶 + 𝐵𝐶  

 

 

 

 

 

 

 

  

 

 


