Homework 2
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Due: November 6, 2014 LING-SANG TSE

Solution to Problem 1
We first prove Part 2.

Claim 1: (a)(0) = 0.
Proof of claim 1:
Since 0 is the additive identity,

(a)(0) = (a)(0+0),

and by the distributive property,

(@)(0) = (a)(0 + 0) = (a)(0) + (a)(0).
Subtracting both sides by (a)(0), (a)(0) =

Claim 2: —(a?) = (—a)(a).
Proof of claim 2:
To show that —(a?) = (—a)(a), we show that (-a)(a) is the additive inverse of a®.

a* + (—a)(a) = (a)(a) + (—a)(a)
= (a)[a + (—a)] by the distributive property
= (a)(0) since (-a) is the additive inverse of a
b

=0 by Claim 1

Therefore, —(a?) = (—a)(a).
Then

Therefore, (—a)? is also an additive inverse of —(a?). But a? is also an additive inverse

of a? by definition, and additive inverses are unique, so (—a)? = a.

To prove Part 1, letting a = 1, we have (—1)* = 1.



Solution to Problem 2

1. Let R be a finite integral domain with n elements, and let r{,r, ..., 7, enumerate the
elements in R. To show that R is a field, we must show that if x € R and x # 0, then x has
an inverse.

Consider the set {xrq, .., xr,}.

Claim: xr; # xr; for any @ # j.
Proof of claim:
Suppose zr; = xr;. Then

xr; —ar; =0& x(r; —r;) =0

Then x = 0 or (r; — ;) = 0 because R is an integral domain. Since = # 0, r; = r;, so the
claim is proven.

Then xry, .., xr, are n distinct elements in R, so xr; = 1 for some r;. i.e., x has an inverse.
Since x was arbitrary, so R is a field.

2. Suppose R is a finite commutative ring, and let P be a prime ideal. Then R/P is an
integral domain (this is a theorem from the lecture notes, that if I is an ideal, R/I is an
integral domain if and only if I is a prime ideal). But since R is finite, R/P is also finite, so
R/P is a finite integral domain. From part a), R/P is then a field, so P is maximal (this is
also a theorem from the lecture notes, that if I is an ideal, R/I is a field if and only if I is a
maximal ideal).

Solution to Problem 3
1. Suppose R is a Boolean ring, and suppose z,y € R.
Then

Py =(4y) =@ty =2+ oy +yz
Subtracting 22, 4%, and xy on both sides,

—zy =y
Then using the last problem, (—zy)? = (zy)?, so

yr = —zy = (—zy)’ = (zy)* = zy.

Since x,y was arbitrary, so R is a commutative ring.
2. Suppose R is a Boolean ring and an integral domain, and suppose = € R.
Since R is a Boolean ring, 22 = z, so 22 — 2z = x(z — 1) = 0. R is an integral domain, so

x=0 or x-1= 0. i.e, x= 0 or x =1. Also, 0 # 1, since R is an integral domain, so 0 or 1 are
the only two possible elements in R. Therefore R = Z/2.



Solution to Problem 4
Let R be a commutative ring, and let N(R) be the set of all nilpotent elements of R.

To show that N(R) is a subring:

Let x,y = N(R), so " = y™ = 0 for some n, m € Z. Then since R is commutative,
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To show that the last equality holds:

In the left summation, n+m—i > mforalll <i<n—1,soy"™ " =0foralll <i<n-—1,
SO Z?;ll(_l)nerfixiynerfi —0.

In the right summation, i > nforalln <i <n+m,soz* =0foralln <i <n-+m, so
Zn-i—m(_]_)n—i-m—ixiyn—i-m—i = 0.

Therefore, x-y is nilpotent, and so N(R) is a subring.
To show that N(R) is an ideal:
Let r € R,z € N(R), so 2" = 0 for some n € Z.
Then (rz)™ = r"z" = r"(0) = 0, since R is commutative, so rz € N(R).
Therefore, N(R) is an ideal.
2. Consider the non-commutative ring Ms(/Z), the 2x2 matrices.
Let
{01
7o o

and

Then 2% = 3% = 0, but

SO



is the identity matrix, so x+y is not nilpotent.

Solution to Problem 5

(=)

We prove this by induction on the degree of f. Suppose f(x) is invertible, and let g(x) =
by + bix + byz® + ... + b,z™ be its inverse.

Base case: Suppose f = ay and f € A[z] is invertible. If ag(by + b1z + bax?® + ... + bpa™) = 1,
then agby = 1, so ag is a unit, and trivially, all other coefficients of f is nilpotent.

Now, assume that for any p(z) € Alz] such that p(x) has degree n-1 and p(x) is invertible,
then pg is a unit and all other coefficients are nilpotent. We prove for f(z) = ag + ajx +
asx? + ... + a,2™, that ag is a unit and all other a;’s are nilpotent:

f € Alx] is invertible < (ag + a1z + apz® + ... + ap,1™)(bg + byx + box® + ... + b)) =1
for some by + b1x + byz® + ... + bz™ € Alx]

= z”: zm: aibjxi“ =1

i=0 j=0

Matching the coefficients of the constant terms on both sides of the equation, agby = 1, so
ap 1s invertible.

To show that a, is nilpotent:
Claim: a”™b,, , =0 for all 0 < r < m.

Proof of claim by induction:
Base case: Take r = 0. Since the coefficients of z,,, on both sides is 0, so a,b,, = 0.

Now, assume that a"1b,,_, = 0 for 0 <7 < k — 1, and we show that a*b,,_ = 0.

k k
Z (Zjbk_j =0= Z a,’fbajbk_j =0
§=0 §=0
— a"™'b, = 0 since a" by, =0for 0 <r—1<k.
So the claim holds.
Since the claim holds for r = m, a™1by = 0. But agby = 1, so since R is a commutative ring,

m+1 _  m+1 _ m+1 _ _
a™ = a agby = apal by = ap(0) =0

Therefore, a,, is nilpotent.

To show that aq,..,a, — 1 are nilpotent:



Consider h(x) = f(x) - a,2".
Claim: h(x) is invertible.
Proof of claim:

Consider g(x)h(x) = g(x)f(x) - g(x)a,z"™ = 1 - g(x)a,x™.

m

Note that g(x)a,z" is nilpotent, since N(R) is a an ideal and a,, is nilpotent. Then (g(z)a,z™)
= 0 for some integer m.

Then

(9(x)h(2))(1 = g(x)ana™ + (g(x)anz™)? — ... + (=1)" " (g(2)anz")" )

= (1 = g(x)anz™)(1 + g()apz" — (g(x)anz")* — .. + (=1)"*(g(z)ana™)" ")
=1+ g(x)a,2™ — (g(x)az™)? — ... + (=1)™ ?(g(z)ap,a™) ™!

— g(x)ana™(1 = g(z)ane" + (9(r)anas™)? — ... + (=1)" " (g(x)anz")" ")
=1+ (=1)"?(g(x)anz")"

=1

Therefore, (g(x))(1—g(x)a,z" + (9(x)a,z™)* — ...+ (—=1)"(g(x)a,z™)™ ') is an inverse
for h(x), so h(x) is invertible, and so the claim holds.

Then h(x) = ag + ... + a,_12" ' is a polynomial of degree n-1, so by assumption in the
induction on the degree of f, a4, ..., a,_1 are all nilpotent.

(=)
Suppose [ = ag+ a1+ asx®+ ... +a,z" € Alz], with ag a unit and the rest of the coefficients
nilpotent. Then let by be such that apby = 1 and a]” = 0 for the rest of the coefficients a;s.

ie., (f(z) —ap)™ =0.

bo.f (2)(1 + bo[(f(z) — ao) = (f(2) — a0)* — ... + (=1)"*(f(2) — ao)" "))

= (1= (bo) (f(2) — a0))(1 + bo[(f (x) — a0) — (f(x) — a0)” — . + (=1)"*(f () — @)™ ")])
= (1= bo[(f(z) = a0) + (f(2) —a0)* — .. + (=1)"*(f(2) — ag)™ "))~

[bo(f (%) — a0)](1 = bo[(f () — a0) + (f(2) — a0)* — ... + (=1)"*(f(x) — ao)™ )]

=1+ (=1)"[bo(f () — ao)]™

=1

Therefore, bo(1 + bol(f(x) — a0) — (F(z) — a0)* — ...+ (—1)"2(f(z) — ag)™ ) is an
inverse for f(x), so f is invertible in A[z].



