
November 10th, 2009 

MAT240: Abstract Linear Algebra Lecture: 

Let 𝐴 ∈ 𝑀𝑚𝑥𝑛  be a matrix. Let 𝑇𝐴  be the linear transformation 𝑇𝐴: 𝐹𝑛 → 𝐹𝑚  given by: 

𝑣 ∈ 𝐹𝑛 = 𝑀𝑛𝑥1 → 𝐴 ∗ 𝑣 ∈ 𝑀𝑚𝑥1 = 𝐹𝑚  

 

The Good and the Bad of Matrix Multiplication: 

Good Bad 

1. 𝐴 + 𝐵 = 𝐵 + 𝐴  
    𝐴 +  𝐵 + 𝐶 =  𝐴 + 𝐵 + 𝐶 
    𝑀𝑚𝑥𝑛  is a V.S. 
    𝐿(𝑉,𝑊) is a V.S. 

1. 𝐴 + 𝐵 is defined only if dimensions match 

2.  𝐴𝐵 𝐶 = 𝐴(𝐵𝐶) (when it makes sense) 
     ↔ (𝑇𝐴  𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐵) 𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐶   
           = 𝑇𝐴  𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐵  (𝑐𝑜𝑚𝑝𝑜𝑠𝑒 𝑇𝐶) 
     Composition is always associative! 

2. 𝐴𝐵 is defined only when: 
     # 𝑐𝑜𝑙𝑢𝑚𝑛𝑠 𝑜𝑓 𝐴 = (# 𝑟𝑜𝑤𝑠 𝑜𝑓 𝐵) 

3. ∀𝑛∃𝐼𝑛 ∈ 𝑀𝑚𝑥𝑛  s.t. 
𝐴 ∗ 𝐼𝑛 = 𝐴  ,  𝐼𝑚 ∗ 𝐴 = 𝐴 
𝐴 ∈ 𝑀𝑚𝑥𝑛  
Proof:  

𝑣
𝐼
→ 𝑣 

𝐹𝑛
𝐼
→𝐹𝑛  

 𝐼 𝑒𝑖
𝑒𝑖 =   𝐼(𝑒𝑖) ⋯ =  

1 0 0
0 ⋱ ⋮
⋮ 0 1

  

 

3. 𝐴 ≠ 0 𝑑𝑜𝑒𝑠 𝑛𝑜𝑡 𝑖𝑚𝑝𝑙𝑦 ∃ 𝐴−1 
     𝐴𝐵 ≠ 𝐵𝐴 

4. If 𝐴 ∈ 𝑀𝑚𝑥𝑛 & 𝐴−1 𝑠. 𝑡.  𝐴 ∗ 𝐴−1 = 𝐼 
    then 𝐴−1𝐴 = 𝐼  

 

5. 𝐴 𝐵 + 𝐶 = 𝐴𝐵 + 𝐴𝐶 
     𝐴 + 𝐵 𝐶 = 𝐴𝐶 + 𝐵𝐶 
     Proof 1: Work in M (exercise) 
     Proof 2: Work in l.t. (exercise) 
 

 

Goals: 

1. Given  𝑇: 𝑉 → 𝑊 compute rank T 

2. Given an nxn matrix compute 𝐴−1 (if 𝐴−1∃) 

3. Solve large systems of linear equations systematically. 

 

 



Proposition: 

𝑉`
𝑄
→ 𝑉

𝑇
→𝑊

𝑃
→𝑊` 

𝑉`
𝑇`
→𝑊` 

 Given this diagram, if P & Q are invertible, then rank(T) = rank(PTQ) 

 Proof: 

  𝑃: 𝑅(𝑇) → 𝑅(𝑇`) is an isomorphism. 

1. 𝑃:𝑊 → 𝑊` if 𝑤 ∈ 𝑅(𝑇) then 𝑃:𝑊 ∈ 𝑅(𝑇`) 

2. P is onto. 

3. P is one-to-one. 

Proof of 1: 

 If  𝑤 ∈ 𝑅(𝑇) then find 𝑣 ∈ 𝑉 s.t. 𝑇𝑣 = 𝑤 

 Let  𝑣 = 𝑄−1𝑣 ∈ 𝑉` 

 𝑇`𝑣 ` =  𝑃𝑇𝑄  𝑣` = 𝑃𝑇𝑄𝑄`𝑣 

 = 𝑃𝑇𝑣 = 𝑃𝑊 

 So 𝑃𝑊 ∈ 𝑅(𝑇`)∎ 

Proof of 2: 

 If 𝑤 ` ∈ 𝑅 𝑇`  find 𝑣 ` ∈ 𝑉` s.t. 𝑇`𝑣` = 𝑤 `  

but then 𝑤 ` is 𝑇`𝑣` = 𝑃𝑇𝑄𝑣 ` = 𝑃  𝑇 𝑄𝑣 `  = 𝑃 𝑇 𝑣  = 𝑃(𝑤)∎  

Proof of 3: 

 Automatic! (Restricting a one to one function is always one-to-one!) 

 

Definition: 

 If 𝐴 ∈ 𝑀𝑚𝑥𝑛  let 𝑇𝐴: 𝐹𝑛 → 𝐹𝑚  be the usual, 𝑇𝐴𝑣 = 𝐴𝑣 and set: 

𝑟𝑎𝑛𝑘 𝐴 = 𝑟𝑎𝑛𝑘(𝑇) 

  



Comment 1: Given 
𝑉
𝛽

𝑇
→

𝑊
𝛾

 

 𝑟𝑎𝑛𝑘 𝑇𝐴 𝛽
𝛾

= 𝑟𝑎𝑛𝑘(𝑇) 

 Proof: Let 𝐴 =  𝑇𝐴 𝛽
𝛾

, we have: 

 

𝑽 𝑇  𝑾
↓ 𝑄 (𝑠𝑦𝑠𝑡𝑒𝑚 𝑖𝑠 𝑐𝑜𝑚𝑚𝑢𝑡𝑎𝑡𝑖𝑣𝑒) ↓ 𝑃

𝑭𝒏

𝑇𝐴
  𝑭𝒎

            → 𝑇𝐴 = 𝑃𝑇𝑄−1 

 𝑟𝑎𝑛𝑘 𝑇𝐴 𝛽
𝛾

= 𝑟𝑎𝑛𝑘 𝐴 = 𝑟𝑎𝑛𝑘 𝑇𝐴 = 𝑟𝑎𝑛𝑘 𝑃𝑇𝑄−1 = 𝑟𝑎𝑛𝑘(𝑇)∎ 

Comment 2: If 𝐴 ∈ 𝑀𝑚𝑥𝑛  𝐹 , 𝑃 ∈ 𝑀𝑚𝑥𝑚 , 𝑄 ∈ 𝑀𝑛𝑥𝑛 & 𝑃, 𝑄 are invertible, then: 

𝑟𝑎𝑛𝑘 𝐴 = 𝑟𝑎𝑛𝑘(𝑃𝐴𝑄) 

 Proof: 

  (Exercise) 

 

   

 

 


