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Theorem 2.8. Given a square matriz A, let use reduce it to 1
echelon form B by elementary row operations of types (1) and (2). If
B has a zero row, then det A = 0. Otherwise, let k be the number of row
exchanges involved in the reduction process. Then det A equals (—1)* A
times the product of the diagonal entries of B. E"
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Definition. Let A be a matrix of size n by m; let B and C be matrices
of size m by n. We say that B is a left inverse for A if B- A = I,,,and we
say that C is a right inversefor Aif A.-C = I,. 1

Theorem 2.2. If A has both a left inverse B and a right inverse
C, then they are unique and equal. "1

Theorem 2.7. Let A be a square matriz. If the rows of A are
independent, then det A # 0; if the rows are dependent, then det A = 0. 0 ... 1 )
Thus an n by n matriz A has rank n if and only if det A # 0. E= : : N\ Tow b

Definition. Let A be an n by n matrix. The matrix of size n — 1 by 1 0 o oW
n — 1 that is obtained from A by deleting the i*" row and the j* column of e
A is called the (i, j)-minor of A. It is denoted A;;. The number

(—1)"* det A;;
Theorem 2.5. If A is a square matriz and if B is a left inverse
for A, then B is also a right inverse for A.
Definition. A function that assigns, to each n by n matrix A, a real
number denoted det A, is called a determinant function if it satisfies the ||E’' =
following axioms: 0 1
(1) If B is the matrix obtained by exchanging any two rows of A, then 1
det B = —det A.

(2) Given 7, the function det A is linear as a function of the i*M row alone. -
(3) det I, = 1. Theorem 2.11.  det A'" =det A.
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Theorem 2.4. Let A be a matriz of size n by m. Suppose
n=m=rank A.

Then A is invertible; and furthermore, A equals a product of elementary
matrices.

Theorem 2.14. Let A be an n by n matriz of rank n; let B= A™!.
Then o
be: = (—l)""’ det. Aj,'

" det A '

Theorem 2.1. Let A be an n by m matriz. Any elementary
row operation on A may be carried out by premultiplying A by the
corresponding elementary matriz.

Theorem 2.6. Let A be an n by n matriz.

(a) If E is the elementary matriz corresponding to the operation
that exchanges rows i, and iz, then det(E . A) = —det A.

(b) If E’ is the elementary matriz corresponding to the operation
that replaces row i, of A by itself plus c times row i, then det(E’'- A) =
det A.

(c) If E” is the elementary matriz corresponding to the operation
that multiplies row i of A by the non-zero scalar A, then det(E" - A) =
A(det A).

(d) If A is the identily matriz I,, then det A= 1.

Theorem 2.3.  Let A be a matriz of size n by m. If A is invertible,
then

n=m= rank A.

Definition. If A has both a right inverse and a left inverse, then A is
said to be invertible. The unique matrix that is both a right inverse and a
left inverse for A is called the inverse of A, and is denoted A~!.

Theorem 2.15. Let A be an n by n matriz. Let i be fired. Then |Theorem 2.10. Let A and B be n by n matrices. Then

det(A - B) = (det A) - (det B).

n
det A = Z(—l)i+kaik ~det Ajz.
k=1
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Quick Review of some Linear Algebra

Let V' be a vector space. A set aj,...,a, of vectors in V' is said to
span V if to each x in V, there corresponds at least one m-tuple of scalars
€1,...5Cm such that

X =€ia; +*+ Cnam.

In this case, we say that x can be written as a linear combination of the
vectors a1,...,am.

(1) A-(B-C)=(A-B)-C.
(2) A-(B+C)=A-B+A-C.
(3) (A+B)-C=A-C+B-C.
(4) (cA)-B=c(A-B) = A-(cB).
X+Y=(T14+Y1s 1 Zn + Yn)s

Theorem 1.2.  Let V be a vector space of dimension m. If W
a linear subspace of V (different from V), then W has dimension less
than m. Furthermore, any basis ay,...,ar for W may be extended to a
basis a;,...,ak, Ak+1,...,am for V. O

ex = (exy,...,CT,).

(1) (x,y) = <YQX)‘
(2) (x +y.2) = (x,2) + (y,2).

Theorem 1.6.  If B is the matriz obtained by applying an elemeri-
tary row operation to A, then

rank B =rank A. O

(3) {ex,¥) = c(x,y) = {x, cy).
(4) {(x,x) > 0if x #£0.

Mx+y=y+x

If V' has a basis consisting of m vectors, we say that m is the dimensiox.
of V. We make the convention that the vector space consisting of the zero
vector alone has dimension zero.

(2 x+(y+2z)=(x+y) +2
(3) There is a unique vector 0
(4) x+ (-1)x=0.

The set of matrices has, however, an additional operation, called matrix
multiplication. If A is a matrix of size n by m, and if B is a matrix of size
m by p, then the product A - B is defined to be the matrix C of size n by
p whose general entry c;; is given by the equation

m
Cij = Z G.'],bkj.
k=1

(5) Ix = x.

(6) c(dx) = (cd)x.

(1) (c+d)x = cx + dx.
(8) c(x +y) = ex + cy.

The set a;,...,an, of vectors is said to be independent if to each x in
V there corresponds at most one m-tuple of scalars ¢, ..., ¢p such that

X=C1a; 4+ -+ Cran,.

Equivalently, {ai,...,a,} is independent if to the zero vector O there corre-
sponds only one m-tuple of scalars dy,...,dy, such that

0=da; +  +dnpanm,

namely the scalars d) = da = --- =d,, =0.

"® * x x ok k|

B=— 0|®::**
“lo 0 0o « «
0 0 0 0 0 0

(1) Tx+y) =Tx) +T(y).
(2) T(ex) = eT(x).

"1 0 = 0 = *7
C =

01 = 0 * =%
0 0 0|1 = =
0 0 0 0 0 0,

Theorem 1.4. Let V be a vector space with basis a,,...,an. Ler
W be a vector space. Given any m vectors by,...,b,, in W, there is
exactly one linear transformation T : V — W such that, for all i,
T(a;))=b;. O

(x’y) = -7513,’1 +---+ znyn-

Theorem 1.1.  Suppose V has a basis consisting of m vectors.

(1) (A*r)tr = A,

(2) (A + B)tr = A* + BT
(3) (A-C)r=Crr- A,
(4) rank AY™ = rank A.

Then any set of vectors that spans V has at least m vectors, and any set
of vectors of V that is independent has at most m vectors. In particular,
any basis for V has exactly m vectors. O

Theorem 1.5.  For any matriz A, the row rank of A equals the

(1) [Ix]| > 0 if x # 0.
(2) llex]l = lellIx]l-
@3) Il +yll < llxll + lyll-

column rank of A. O

(5) For each k, there is a k by k matrix [; such that if A is any n by m

(3) lix — yll > lIxl| - llyl.

matrix, ||

= max{|z1],...,|Zal}. | T(x) = A-x.

I,-A=A and A-I. = A standard basis for R™:

(1) Exchange rows i, and iz of A (where i; # 13).

(2) Replace row i; of A by itself plus the scalar ¢ times row iz (where
iy # iz).

(3) Multiply row i of A by the non-zero scalar A.

Theorem 1.3.  If A has size n by m, and B has size m by p, then

e, =(1,0,0,...,0),
ez = (0,1,0,...,0),

en = (0,0,0,...,1).

x| < |Ix]| < v/nlx]-| lIx]] = (x,y)"*.

|A-B|<m|A||B|. O




